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Abstract

A synthesis approach to ihc generation of a quall-

iized sequence based on an oversamplcd  input sequenee
is presenicd.  !171c  generation algorithm is chosen io
miniwizc a mdric fhai measures the an~ouni  of error
power that resides in the bandwidth occupied by the
desired signal. ‘7 Y/e first-order AX modulator is a spe-
cial case oj the synthesis approach when the inpui is
constant. 771c synthesis approach has superior in-band
noise pcrjorniancc  over ihc first-order AX modulator
jor finiie ovcrsampling  ralios, and superior i n - b a n d
noise pcr$ormancc over conventional AX converters
oj arbitrary order when the ovcrsampling  ratio is less
Ihan 2.862.

1  I n t r o d u c t i o n

Single-bit data couvcrters  arc attractive bccausc  d
tllcir  guarantcccl  linearity and their simple analog c.ir-
c.uitry. Rcccnt  research in the field of l)ircct l)igital
Sylltllcsis  (1)1)S)  has shown the need for lligh-linearity,
higll-sl)ccc]  digital-to-analog converters I)ACS) that,

1
do not ncccssari]y  have high resolution 1]. in addi-
tion,  such systems often generate signa s tl]at span
large bandwidths relative to state-of-the-art digital
clock rates. ‘1’hcrcforc,  the usc of AX modulators [2]
is often ruled out CIUC to the low ovcrsarn~)lillg  ratios
that can lMJ accommodated. ‘I1hc work presented here
treats quantimrs with an arbitrary number of bits,  so
the single-bit converter is a special case. III addition,
this work takes into  account potentially low ovcrsam-
pling rat,ios.

‘1’hc prcscut  effort departs from the standard ana-
lytic  approach to the design of oversarnplcd  data con-
verters. in most of the literature, an arc.hitccturc
is first ~)roposcd  and subsequently ana]yzcd.  h!orc
rcccnt  alternatives to conventional AX architectures
[3,4],  while cffcctivc, often lack cxl)licit  thcorctica]  Ino-
trvat,ion, and oric naturally wonders if a. given arclli-
tccturc is optimal ill any sense. ‘1’hc ncw approacl]
l)rcscnicd  here is best dcscribcd  as synthetic: a per-
formance  mctr-ic based on spectral error characteristics
is })roJ~oscd and a gcncrat,ion algorithm is tllcn CIIOSCU
to rninimizc  the J)crforlnancc  rnctric.

2 A Performance Metric and the Syn-
thesis Algorithm

It is dmircd to gcrlcratc  a quantized scqucncc, y[n],
based on an i]iput scqueuce, x[n]. “llhc values of ~[n]
arc to hc chosen from an arbitrary quantizcc]  set. in
tlIc binary case, y[n] is eiihcr  -t c or –q,  where c is
a collstantl. ‘1’hc output, error sequcncc IS dcfil)cd as

I
c[n] = y[n -- r[n].  our .goa] k to select  the outl)ut
scqucuc.c  t lat minimizes the error l)owcr ill the fre-
qucucy region [w I < 7r/R, where It is the ovcrsanl-
pling ratio. ‘J’hc approach prcsclltcd  here sequentially
CIIOOSCS  tllc values of y[n] that nlilli[nizc lJIC following
tii~le-dc})cl]dcrlt  l~crformancc  rnctric:

wllcrc
71

(1)

E,,(z) = ~ e[k].z-k (2)
k=n-Af+ 1

is tllc windowed z-transform of the out])ut  error sc-
qucncc. ‘ITIIC IIlctric ill }qu. 1 measures tl]c in-
band noise power of tllc windowed error scqucIIcc
l~y intcgratill,g  the willdowcd  error s])cctrum over tJIc
f r e q u e n c y  rcgiou of interest. ‘llhc ]uctric  is tilnc-
dcpcndcnl  bccausc the wiudowcd  z-trarlsforln  irl l;qn.
2 is tilllc-clcl)cl~c  lent. ‘1’J)c  iuiegcr  constant M rcprc-
scllts the lnclilory  of the systm]l  and lilni~s the nUlII-
bcr of l)rcvious error sarn})lcs  that directly cfrcct tllc
metric. ‘1’lIc asl)cct of finite rnclnory (f14 < 03) facili-
tates system realization and is largely ignored in AX
]nodulat,ors duc to the ubiquity of sirn~)lc integrators.
JVhilc this fillitc memory aplmoac]l  was considered by
Spang and Sc]lu]thciss  [5 , tJlcir dcvc]ol)mcllt was ana-

1lytic  and requirccl that t IC mlmber  of quautixcr  ICVCIS
rncrcascd with tllle amount of lnclnory,  M.

‘1’hc following tlleorcm  prescntls the o~)tinluln gcrl-
eratliou algoritllnl  for the lnctric  in l’kIII. 1

‘1’hcormn  1. I’hc oIJtiInum gcJIcratioJI  al.gorithrn for
the pcrformal]  cc nlctric  in Ikfn. 1 is:

(
~f-r

)
y[n] = Q x[n]  -- ~ akc[n – k] , (3)

rf=r
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and Q(z) rcjmscnts the legal  quantized value C1OSCSL
to %,

Prcmfi At time instant n, a decision has to be made
to rnakc y[n] equal to one of its legal quantimd  values.
~’lIc value t}!at minimizes the time-dclxmdcnt metric
III l’;qn. 1 will bc chosen.  ]’}quation  2 can be writtlcn
as the suIn of a term indcpcndcat of the choice at time
instant n and a term dcpcndcnt  on the clloic.c at ti]nc
instant n:

L(z)  = f i t , (z)+-  C[n]z-n. (5)

‘1’aking  the rnagnitrrdc  squarccl  of the above equation
and integrat ing to generate  the metric in II;qn. 1

(
M - 1;y[n] ‘?[n] – ~ Irkc![?l  -
k=l )k] , (6)

Jwhere (,1 is independent of the choice of y[n at time
instant,  n and t,hc coc~lcients  ak are  def ine in l’;qn.
4. Complete the square for the portriorl  of ~,, that, is
dcpcndcnt  or] y[n]. ‘1’o  minimize ~,, by our choice of
y[n], it is only ncccssary  to minimize the IJortiorl of
(,, dependent or) y[rr]. ‘1’hcmfore,  it is equivalent to
lninimizc

(( M-1

) )

2

y[n]  – x[n] – ~ akc[71 – /c] . (7)
k=l

‘1’hcrcforc,  Eqn. 3 is the optimuln  solution.  When
the argurncni  in Itqn. 3 is zero, y[rr] can bc chosen
arbitrarily without affecting the n~lnlmization  of the
metric.

‘J’IIc  synthesis aJ)proach  systcln  diagram is shown in
Figure 1. It is important to note that, the generation
algorithm is dependent only on t,hc present value of tl)c
illl)ut  signal, x [n]. ‘1’his makes sense since we select the

1
y n] sequence term  by term, suggesting i,l)at the future
o x[n] is unknown. ‘1’lIc  output sequcncc in l’}qn. 3
is the quantization of the input, signal plus a lillcar
tilnc-invariant,  filtered version of previous output er-
rors, ‘J’his bears a strong rescmblcnce  to the outpui
of arbitrary AX modulators [2]. III fact, tlIe following
corollary shows that the first-order AX n~odu]ator is
a spccia] ca.sc of this synthesis approach.

Corollary 1. g’hc first-order Ax modulator is a spe-
cial case of th c sylI  th csis approac]l  wllcrc tllc ovcrsanl-
p~jng ratio, 1{, ihc  memory, M, and their ratio, it/M,

tc]]d to in fir] it.y. ‘J Y/is correspo]lds  LO (IJC case of a
nearly-constan 1 il~pu !, sigaal.

Proof: As the ratio lc’/fi4 tcnlds  to infinity, each of
the coefficients defined in F;qn. 4 tend to unity since
O < k < M, arid the output can bc written as:

(
M

)Y[7?]  = Q X[n] – ~ C[72 -- k] . (8)
k=]

III the standard AX literature, it is IInorc comInoII  to
express the output error scqrrcncc,  e [n], in tcrlns of the
error introduced by tlIc data convcrsloll. l~ct c[71] bc
the quantization  error introduced by tllc quantization
operation, IQ, in l’;qll. 3. ‘J’hen:

y[n] =- *[77] - ~ C[71 –  k]+ 6[?2]

== *[71] +  c[7t]

‘J’hcrcfore  as M tends  to infinity:
03

~c[n - k ] =  q!,]
kzO

(9)

(lo)

It follows that, under the asylnptotic  c.onditiol)s  de-

1
scribed above, c[n] = c[71] – c 71 – I] which leads to the
standard first-orclcr AX rcsu t:

!/[71]  = *[71] + 471] – ([71 – 1]. (11)

As a check, the trallsfcr  fanction  that, the conversion
error, c[n], sees is (1 – 2 - 1), which has a s]mtral null
at I)C. 9

3 In-band Noise Power
‘J’hc  imband  noise power is defined to be the

aInount  of error power in the frequency region Iw I <
T/It. ‘Jo calculate the in-band noise power, it is
assumed that the c.o]lvcrsion  error, c[71],  macle b y
the quantimr  is a zero-rncalll wllitc,  rancloln variable
uniformly distributed over one quantiza.tion  interval.
Wlli]c this  assulnption  is formally not exactly correct,
in practice it can bc a good first order apl)roxiinatioll,
and it provicles a tractable rncthod  of evaluating clif-
fcrcnt  architectures.

As in the AX literature, the dif~crcnce equation re-
lating the output error, c[n], to the coIlvcrsion  error,
c[n],  defines t,hc noz’sc transjer  filter, N(z), that, t,llc
c.onvcrsion  error passes througl] to create tlhc output
error. IIascd on l’k]n. 9, this diffcrcncc  equation is
easily slIown  to hc:

M – 1

c[n] = ~ sinc(~)c[n  -- k]. (12)
k=o

‘J’aking X-transforms wc obtain:



th12 sin(0) functliol], tlIc inequality

‘ f
,

wllcrc
M - 1

A(z) = ~ sinc(k/N)z-k, (14)
k=o

c1and +C(z and I#C(z) are the Z-transfor]ns  of the output,
error an the conversion error, respectively.

‘J’hc transfer  function A(z)  can bc viewed as a
rectangularly-windowed FIR approximation to the lIIL
transfer function whose frequency rcwponsc  is Ii for
IwI < T/it and zero elsewhere. The approximation im-
proves at frequencies away froln +n/lt as the mcnnory,
114, illcreascs.  q’hcrcfore, over tbc frequency range,
]w] < ir/R, the magnitude of the noise transfer fil-
i,cr response, I N(e~W)  I, approaches * as the memory
incrca.scs,  IL follows that the in-band noise power is:

where u2 is lhc variance of the conversion error.
‘J’hc ~cpendcnce  of the in-band noise power on the

inverse third power of the oversampling  ratio is LIIC
same here as it is for first-order AX ~noclulatom  [2].
1 I owcvcr,  an inlportant difference is that the above
relationship is valid for arbitrary ovcrsampling  ratios
using this synthesis approach., w}lilc the AX result is
valid only for large oversampl]ng  ratios. ‘J1he next  t,hc-
orcln elaborates on this result.

‘TIlcmrcm  2. ~’hc synthesis algorithm Jwovidcs su~x-
rior in- lmn d noise performance over the first-order AX
modulator for noJ1-coJlstant input Signak.

Proof:  When the input signal is constant, tlIc ovcr-
sampling ratio is infinite, and Eqn, 18 shows that the
in-band noise power is zero for the synthesis algorithm.
nom the proof of Corollary 1, the spectral null at I)C
in the noise transfer function for the first-order AX
modulator shows that the in-band noise power is also
zero.

Using IAc result of l;qn.  11 and Corollary 1, the
noise transfer  function for, the first-order AX modu-
lator is N(cJ”)  = (1 – e-~m),  ‘J’hcrcfore  the i n - b a n d
noise power for the first-order AX modulator is:

2 2——
E “ ( )

1 –  sine(+) (16)

‘J’he ratio of the in-band noise powers is a function of
R and is found by dividing l)qn. 16 by the result of
l’:qn. 15:

f(}~) = !&!&? = 2R2(1 -- sine(;)). (17)

‘JIIc ratio is greater than onc if and only if sin(n/R) <
;(I – &). Using the product series expansion for

is true bccausc,  after the obvious cancellation, (1 --
~) < (1 -- ~1~)  and II – #Fjl < I arc trllc  for J<> ~
and k >2.

Jt is natural to wonder how well tllc sy]lthmis  a~~
proac}l  colnparcs  to to colwe]ltiollal AX IIloclulators of
arbitrary order. in-bancl noise l)owcr calculations for
an 1, ‘“ order AX IIlodulat,or  can bc maclc for arbitrary
It by rcl)lacing the II - c-~u 12 intcgrrrlld in II;qll. 16

Jb y  I – ~-j~’ 2“.
\

‘J’IIc  solution to this integral is eas-
ily ouncl.  W lilt high-order AN modulators will lIavc
lower  i~l-band ~loise perforlnallc.c than the sy]lthcsis
al)proach for large oversa]n})li]lg ratios: tllcy will })12r-
form more poorly for lower ovcrsampllng  ratios. It is
of intercstl  to scc what the critical ovcrsaInpling  ratio
is in order for tllc 1,~” orclcr AX modulator to have t,llc
same in-band noise pcrforma.nc.e as tlIc synthesis ap-
proach. ‘J’llis can bc viewed as the millimull)  ovcrsaln-
lding ratio al which the synthesis al)proac.1] is outpcr-
forlncd.  ‘J’hcsc values values IIavc bccII co]ll])utcd as a
function of tllc orclcr, 1,, and arc l)rcscllted in l’igurc  2.
At oversampling  ratios  below apI)roxilnatcly  2.862, no
AX nlodu]ator  of any orcler  outperforms t,bc sylltllc-
sis apl)roach.  ‘J’hcrcfore,  this silnp]c analysis suggests
the synthesis algorithm can outperform AX ]nodula-
tors of arbitrary order in high-bandwidth applications
requiring a highly linear data convcrlcr.

4  S i m u l a t i o n s
]’igurc  3 SIIOWS  the thcorwtical ill-band  IIoisc  per-

formance  of the synthesis approach and the first-order
AX modulator for ovcrsampling  ratios bctwccn 1 and
10. ‘1’hcse low ovrxsarn~)ling ratios arc of illtcrest  basecl
011 t,llc results at the cnd of the last  section. ‘J’hc i]l-
band power is scaled by the variance of the conver-
sion error, m?. As proven in ‘1’hcorcm 2, the synthesis
approach theoretically performs better than the first-
order AX lnodulat,or.

Simulations were performed for ovcrsampling  ratios
equal to 2,4 and 8. ‘J’hc input sig]lal for cacll 128 K-
point  silnu]ation  was a stationary GaussiaIl  process
with zero-rncan, unit variance and frcqucllcy sulJport
constrained to t,hc region IwI < T/It by a ientll-order
cllil)tic. filter  with 0.3 d]] passband ripple and 70 d]]
stopband attenuation. ‘J’lIc  same 131tcr was used on
the output error scqumces  before evaluating LIIC cx-
pcrirncnt,a]  in-band noise power. Sillg]c-bit c.onvcrters
with output values +-c = +2.5  were used in all sire-
ulations.  ‘J1hc converter output magnitude, c , was~1
chosen so that, the unit-variance Gaussian wou d over-
load, or saturate, the converter infrequently.
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‘1’lIc circles (o) and asterisks (*) in l“igurc  3 arc tlIc
cx]jcrimental  outcomes for the AN modulator and LIIC
syllt,llcsis approach with memory of J4 = 100, rcspcc-
tivcly. While the expcrimcnta]  results  indicate that for
tlllcsc ovcrsamplingr atiosthcsynthcsis approach outl-
l)crforms  tbc first-order AX modulator as prcclictcd by
theory, the margin by which it dots so and t,hc actual
valucsofthc  in-band noise power depart, fro~n  what is
cxlJcctcd.  ‘] ’hcsc variationsa  reexplained by tbc fact
that for each simulation the spectrum of the convcr-

[ ] wasslight]y  colored. W]lilcslon error process, c n
convcrsio)l  error variance was very close to the l)rc-
dictcd values of o; = c2/3,  i,bc convcrsiol) error sl)cc-
tmm was slightly high-pass for the the AX modulator
andrcsulicd  inlowcr in-ba.ud  noiscpowcr.  Conversely,
the convcrsiou error spectrum was sliglllly  low-pass for
tllc synthesis approach resrrltingin agrcater in-baud
noise power. ‘1’he thcoretica]  expressions derived in
Section 3 assumed white conversion noise, which is
valid to a first-order approximation judging froln tlIc
cxl)crin~clltal outcomes in Figure 3 and separate sinl-
ulations that, studied the conversion error specifically.

‘I’llcsilnulation salsovcrificd  prcdictionsa  boutthc
na(lurc  of the noIsc transfer function for the sylltllcsis
al)~~roach. S~)cctra of the output error were obtai]tcd
and found to }Iavc constant response over the pass-
hand frcqucncics.  ‘1’hc  relationship bctwccn in-bancl
noise power and memory was investigated and rcsulk
arc prcscntcd  in F’igurc  4 for oversampling  ratios of 4
and 8, It was shoYvn  in Scct,ion  3 that, the magnitude
of the noise transfer function in the J~assband tended
to ~, where ltisthco versamplingr atio,asthcmclm
ory, J4 became large. Figure  4 suggests that this will
bc true when the ratio of tbc  memory to IJ)c ovcr-
samp]ing ratio cxceccls unity, or when Ill > 1/. ‘1’his
has important implications for the complexity of syn-
thesis approach systems. ‘1’hc number of delays and
lnultip]icrs  required in a system that, approaches the
asymptot ic  pcrformanc.c  dcscribcd  in Scc.tion 3 lnay
bc small when thcovcrsampling  ratio isnotlargc.

5  C o n c l u s i o n s
‘1’hc  synt,hcsis  approach is the optimal solution to

an ovcrsa~np]cd  data conversion problcln  bascc] on the
lninimization  of a metric that measures the amount
of noise ~Jowcr residing in a particular frequency re-
gion. Whilcthcsynt,hcsis approach wasthcorctically
and cx}~cri]ncntally  shown to have better ill-band  noise
performance than tbc frrst-order AX lnodulatorj  the
synthesis approach has greater complexity. ‘]’hc  added
co]nl)lcxity  may bc worthwhi]c,  however, in systclns
with low ovcrsampling  ratios. III addition, cxpcrimcm
tal rcsultfs have shown that in such systems tbc ncccs-
sary complexity to achicvc asymptotic performance is
not large.

‘J’hc limiting aspect of the analytical model pre-
sented here was the behavior of the conversion error.
‘1’his was the primary reason for discrcpcn cy bctwccn
tl)c theoretical predictions for in-band noise power and
cxl)crilnclltal  observations. l“uture  work needs to ad-
dress morccomplicat,edmo clelsforthc conversion cr-
rorspcct,ra  asafunction  ofthc input signal. ‘I’his work

is ncccssary in order to furtbcr  evaluate tbc utility of
Lhcsyntbcsis  aIJ~)roach.
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Figure 1: The Synthesis Approsch System Diagram
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